
 
*1 Corresponding author: simone.sparacino@unimore.it 

A 3D-CFD numerical framework for the 
simulation of both light- and heavy-duty Diesel 
injectors 

Simone Sparacino1*, Massimo Borghi1 
1Department of Engineering “Enzo Ferrari”, University of Modena and Reggio Emilia, Via Vivarelli 
10, Modena 41125, Italy  

Abstract. In spite of the effort of the engine manufacturers to 
improve exhaust aftertreatment efficiency, thus reducing tailpipe 
pollutants, the unaffordable tightening of the laws dealing with 
emissions puts a strain on the use of Diesel engines for passenger 
cars in the next decades. However, for trucks and marine 
applications, such technology may remain the predominant solution 
all over the world. For this reason, development of heavy-duty 
Diesel engines goes on and Computational Fluid Dynamics (CFD) 
can play a crucial role in supporting designers. Among the different 
goals of the numerical analyses on Diesel engines, 3D-CFD 
Lagrangian simulations can be adopted to optimize fuel injection, 
which is a crucial aspects as able to affect both combustion 
efficiency and emissions. For this purpose, a robust numerical 
framework is needed. The present work aims at proving that 
models suitable for the simulation of light-duty Diesel injectors can 
be proficiently extended for heavy-duty ones. In particular, 
attention is here focused on droplet break-up. An alternative 
secondary break-up model is proposed. It is purposely calibrated on 
the well-known Spray A injector provided by the Engine 
Combustion Network (ECN), which can be assumed as 
representative of injectors for light-duty applications. 3D-CFD 
simulations are validated against experimental data in terms of both 
liquid and vapour penetrations and imaging. Then, the numerical 
set-up adopted for the Spray A is employed without any further ad-
hoc tuning to investigate Spray C and Spray D which can be 
considered, instead, representative of heavy-duty nozzles. The 
proposed model proves to be effective for the prediction of the 
break-up rate. All the injectors are tested via vessel simulations 
characterized by the same ambient pressure and temperature, equal 
to 6 MPa and 900 K respectively. Even the adopted fuel is 
common, namely n-Dodecane, whose injection pressure and 
temperature are fixed to 150 MPa and 363 K, respectively. 

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons 
Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).

E3S Web of Conferences 312, 07002 (2021) https://doi.org/10.1051/e3sconf/202131207002
76° Italian National Congress ATI



1 Introduction 
 

The complexity of both gasoline and Diesel engines has rapidly increased in the last years, 
in order to increase the efficiency and reduce the emissions. As for spark-ignition (SI) 
powertrains, such targets are currently achieved via different techniques such as 
downsizing, turbocharging, Gasoline Direct Injection (GDI), complex fuel injection 
strategies, variable valve timing, alternative ignition technologies [1] and water injection 
[2]. As for compression-ignition (CI) engines, main strategies to reduce the specific fuel 
consumption is the joint optimization of piston bowl and injection parameters [3] and the 
reduction of gas-to-wall heat losses by means of thermal barrier coatings. In addition, there 
are techniques that are shared by the two engine categories or even allow to blend the same. 
In fact, hybridization is currently proposed for both gasoline and Diesel engines [4-6]. 
Moreover, innovative combustions, such as HCCI or GCI [7, 8], represent a mix that allows 
to take advantage of the positives of both the engine types.    
Despite the really complex scenario, the noticeable efforts by manufacturers may not be 
sufficient to ensure the survival of the Diesel engine to power on road vehicles, at least the 
light-duty ones such as passenger-cars. However, in the light of the huge powers as a 
consequence of the noticeable involved masses, Diesel will likely remain the predominant 
solution for trucks and marine applications. 
Therefore, Computational Fluid Dynamics (CFD) can go on in supporting CI engine 
development towards a massive reduction of tailpipe emissions. In the last years, the 
number of CFD applications on both SI and CI engines aiming at make the design faster 
has rapidly increased. Currently, 0D chemical reactor calculations can estimate Laminar 
Flame Speed (LFS) [9], gas precursors of Soot [10, 11] and Auto-Ignition (AI) delays [12], 
which can help to predict start of combustion in CI engines or knock in SI ones. 1D tools 
can define the engine layout since the early stage of design thanks to the improved 
predictive capabilities [13-16]. Detailed 3D analyses can prevent abnormal combustions 
[17, 18] and thermo-mechanical failures [19-22] in current production highly-downsized SI 
engines. Alternatively they can evaluate the effect of turbulence (via complex approaches 
and dedicated post-processing techniques) [23-27], the impact of alternative valve actuation 
strategies [28], the efficiency of innovative combustions [29], the contribution of turbulent 
jet ignition (TJI) [30] and the advantage of water injection [31-33]. Moreover, 3D tools can 
virtually test alternative cooling techniques [34] or insulating coatings [35] and, mostly for 
Diesel engines, they can optimize both the combustion chamber geometry and the injection 
strategy [36-38] to simultaneously increase combustion efficiency and reduce emission 
production. 
Focusing on the injection optimization for CI engines, a robust numerical spray 
representation is needed. The most widespread approach for fuel injection simulations is 
the Arbitrary Lagrangian-Eulerian (ALE) one, thanks to its computational efficiency. It 
relies on several models to describe the spatial and temporal evolution of the injected fuel, 
such as the one describing the secondary break-up. The latter is of primary importance in 
Diesel engines. In fact the high back-pressure available in the cylinder leads to a very rapid 
phenomenon of droplet disruption. Several models are available in literature for the 3D-
CFD simulation of secondary break-up. A detailed review of the most popular ones, such as 
the Reitz-Diwakar and the KHRT, can be found in [39]. Each of them models the 
disruption of computational parcels due to aerodynamic forces at the liquid-air interface 
and it is characterized by constants (calibrated on experimental evidence) which can be 
exploited for tuning.  
An alternative secondary break-up model, hereafter briefly indicated as “GruMo”, is 
proposed in the present paper. The model aims at minimizing secondary break-up 
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calibration efforts in ALE simulations of Diesel sprays. For this goal, a zonalization of the 
break-up regimes is introduced. Specifically, near the nozzle, where gas Weber number is 
high, only stripping break-up is enabled. Conversely, sufficiently far from it, only bag 
break-up mechanism is accounted for. Firstly, the “GruMo” model is properly calibrated 
against experimental data on the well-known Spray A injector provided by the ECN, whose 
geometric hole and mass flow rate can be considered as representative for light-duty 
application injectors. Then, without any further dedicated tuning, the model is adopted to 
simulate both Spray C and Spray D still provided by the ECN. The numerical-experimental 
comparison reveals that the GruMo model is able to properly predict droplet break-up even 
for these injectors, whose characteristics are typical of heavy-duty applications. This 
demonstrates that the proposed numerical framework can be proficiently adopted to 
simulate both light- and heavy-duty nozzles.  
Moreover, the proposed approach is systematically compared with the most diffused model 
in the engine community for spray Diesel simulation, namely the Reitz-Diwakar [40, 41]. 
The structure of the paper is briefly recalled. Firstly, the new GruMo break-up model is 
discussed in-depth. Secondly, available experimental data, investigated operating condition 
and numerical setup are presented. Thirdly, results are discussed in details. Finally, 
conclusions on the activity are drawn. 

2 The proposed GruMo break-up model 
Secondary break-up is the disruption of a liquid droplet into smaller ones caused by 
aerodynamic forces due the relative velocity between droplet and surrounding gas. Surface 
tension force opposes to deformation and, thus, to break-up, trying to keep the droplet 
spherical. Such competition can be formalized introducing the dimensionless gas phase 
Weber number reported in Eq. 1, which represents the ratio between aerodynamic force and 
surface tension. v��� represents the relative velocity between droplet and gas and it is 
defined as in Eq. 2 where u, v, w and u�, v�, w� are velocity components of gas and droplet 
in the global coordinate system, respectively. r� and D� are droplet radius and diameter, 
ρ��� is the density of the surrounding gas, and σ� is the liquid surface tension. 

We� =
v���

�  r� ρ���

σ�
=

v���
�  D� ρ���

2σ�
 

(1) 

v��� =  �(u − u�)� + (v − v�)� + (w − w�)� 
(2) 

From experimental investigations it is known that, based on the gas Weber number, 
different droplet break-up mechanisms exist. Following criteria proposed by Pilch and 
Erdman [42], Vibrational, Bag, Bag-Streamer, Stripping and Catastrophic mechanisms 
occur for We� ≤ 12, 12 < We� ≤ 50, 50 < We� ≤ 100, 100 < We� ≤ 350 and We� >
350, respectively. At engine-like conditions, all the described break-up mechanisms can 
occur. However, the disintegration process mainly takes place near the nozzle where the 
Weber number is remarkably high. 
Existing and most diffused secondary break-up models for gasoline and Diesel sprays do 
not account for all the mechanisms mentioned above. For example, the Reitz-Diwakar only 
considers bag and stripping.  
The GruMo break-up model is similar to the Reitz-Diwakar one but, compared to the latter, 
it splits the computational domain in two zones, separated by a "transition distance" T�, 
equal to 8 mm. According to [41, 43], stripping is assumed near the nozzle, where We� is 
higher, while Bag is accounted for downstream T�. The reason for this separation is purely 
empirical. It is, de facto, just a numerical expedient to simplify the calibration process. In 
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fact traditional models are characterized by a continuous competition between the 
mechanisms everywhere in the domain. In other words, each break-up regime can occur 
everywhere in the domain and the predominant one is determined, per each droplet, based 
on the local conditions affecting both Weber number and characteristic break-up times. 
Therefore, it is not possible to determine a priori which type of mechanism a droplet is 
experiencing. Conversely, via zonalization, identification of the governing break-up 
mechanism is straightforward, as it simply depends on the droplet position in the injection 
domain. This allows a much faster calibration of the model parameters. 
In addition, the separation will be exploited in a future work to formulate simple correlation 
functions between model parameters and operating conditions. In fact, the ultimate goal 
will be to transform Reitz-Diwakar model constants into variable parameters, dependent on 
ambient conditions and injection parameters. In fact, as it will be evident in the results 
section, traditional models are not able to provide a reliable estimation of the break-up rate 
at any condition without ad-hoc calibration of the constants. 
For the GruMo model implementation, the first quantity to be defined is the distance of 
each droplet from the nozzle, which is evaluated as in Eq. 3. 

DIST��� = ��x��� − x��� + �y��� − y��� + �z��� − z���      (3) 

x���, y���, z��� and x�, y�, z� are the coordinates of the injector tip and the single droplet, 
respectively.  
If DIST��� ≤ T�, only Stripping regime is enabled. The condition for the latter to take place 
is reported in Eq. 4: break-up occurs only if droplet diameter is larger than D�����. Droplets 
for which stripping condition is not satisfied do not undergo break-up between the injector 
tip and T�. Characteristic time of break-up is reported in Eq. 5. Both D��������� and 
τ��������� are inherited from the original Reitz-Diwakar model. It is interesting to point out 
that Stripping condition expressed by Eq. 4 relies on both Weber and Reynolds numbers, 
the latter being defined as in Eq. 6. C�� and C�� are model parameters. In the original Reitz-
Diwakar model the former is equal to 0.5 and the latter ranges from 0.5 to 20. ρ�, D�, σ� 
are density, diameter and surface tension of the droplet. ρ��� and μ��� are density and 
molecular viscosity of the gas. 
If DIST��� > T�, a Bag-like break-up is assumed. Stable droplet diameter (D���) and 
characteristic time of break-up (τ���) are reported in Eq. 7 and 8, and they are still inherited 
from the Reitz-Diwakar model. Similarly to Stripping, break-up occurs if drop diameter is 
larger than the stable one and the formulation of the latter comes from the criterion for Bag 
onset. C�� and C�� are model parameters. In the original Reitz-Diwakar model the former is 
set to 6 according to Wierzba [44] and the latter is equal to π.  
Regardless the mechanism, break-up rate is calculated as in Eq. 9, where stable diameter 
(D�,������) and characteristic time of break-up (τ�) can be equal either to D��������� and 
τ��������� or D��� and τ��� based on the distance from the injector tip. 

We�

�Re�
≥ C�� → D� ≥

4C��
�  σ�

�

ρ��� μ��� v���
� = D����� 

(4) 

We� ≥ C�� → D� ≥
2 C�� σ�

ρ��� v���
� = D��� 

(7) 

τ��������� =
C��

2
�

ρ�

ρ���
�

�/� D�

v���
      (5) τ��� =

C�� ρ�
�/� D�

�/�

4σ�
�/�       (8) 
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Re� =
ρ��� v��� D�

μ���
      (6) 

dD�

dt
=

(D� − D�,������)
τ�

      (9) 

3 Analysed Injectors and Condition, Numerical Setup 

In the present work three single-hole diesel injectors are analysed, namely Spray A, Spray 
C and Spray D, provided by ECN. All the nozzles are simulated at the same operating 
condition, characterized by ambient pressure and temperature equal to 6 MPa and 900 K, 
respectively. The adopted fuel is n-Dodecane. Injection pressure and temperature are equal 
to 150 MPa and 363 K, respectively. Nozzle diameters and hydraulic coefficients for the 
injectors are reported in Fig. 1. The Spray C nozzle is manufactured to intentionally 
produce cavitation within the hole, thus reducing Ca. On the other hand, Spray D nozzle is 
designed to minimize cavitation and, thus, the difference between the orifice diameter and 
the effective one.  

Spray A C D 

 

Geometrical Diameter [µm] 84 200 186 

Discharge Coefficient Cd 0.89 0.72 0.92 

Area Coefficient Ca 0.98 0.87 0.93 

Velocity Coefficient Cv 0.91 0.82 0.99 

Effective Diameter [µm] 83 186 179 

Fig. 1. Nozzle parameters for the three injectors and experimental mass flow rates. 

Lagrangian simulations are carried out by means of STAR-CD V2019.1 [45], licensed by 
Siemens-PLM. Computational domain consists in a cube-shaped vessel whose 
characteristic dimension is 108 mm for Spray A and 124 mm for both Spray C and Spray 
D. The numerical grid is reported in Fig. 2 and it consists of hexahedral cells. It includes a 
refinement, in the spray core region, whose dimensions are reported in Fig. 2. The 
characteristic cell size in the refinement is 0.5 mm (common for all the injectors). As 
shown in [46], this value represents the best compromise between a limited computational 
cost and a reduced mesh dependency. Turbulence is modelled via a Reynolds-Averaged 
Navier-Stokes (RANS) approach for all the simulations. In particular, the k-ε STANDARD 
two-equation turbulence model [ref] is adopted for all the injectors. A combined Eulerian-
Lagrangian approach is employed to properly represent both the vessel gaseous ambient 
and the dispersed liquid phase. The second order numerical Monotone Advection and 
Reconstruction Scheme (MARS) is adopted for momentum, temperature, turbulent 
quantities and scalars transport equations. Time-step is nearly 1e-7 s to hold the maximum 
Courant number below unity, while the number of injected parcels per time-step is set 
equal to 30 for each injector. Computational domain is initialized with experimental 
pressure and temperature values and, to replicate the experimental quiescent vessel 
conditions, initial turbulent intensity is set equal to 0 for all the cases. All the boundaries 
are set as a non-slip adiabatic walls. Properties of the single-component fuel are inherited 
from the National Institute of Standards and Technology (NIST) database for both the 
liquid and the vapour phases [47]. Mass flow rate for each injector is provided by the ECN 
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and it is reported in Fig. 1. The syringe-like effect described in [48] is considered to 
improve numerical results during the ballistic stage of the injection. The main consequence 
of this effect is that the initial mass flow rate is characterized by a non-zero value. 
Atomization is replaced by a blob model and disruption of the big drops (namely blobs) 
which should replicate the effect of the primary break-up is demanded to the secondary 
break-up model. Blob initial conditions derive from the hydraulic coefficients provided by 
ECN. The initial diameter relies on the nozzle effective diameter, which is evaluated from 
the geometrical one and the area coefficient. Specifically, the initial diameter is imposed 
via a Rosin-Rammler (RR) distribution whose diameter and exponent are equal to the 
nozzle effective diameter and 5, respectively. The RR distribution is modified clipping the 
maximum diameter to the nozzle effective one. As for the initial velocity, it is calculated 
from the velocity coefficient, which in turn corresponds to the ratio between discharge and 
area coefficients. Further details on the droplet initialization based on the hydraulic 
coefficients can be found in [49, 50]. The semi-cone angle is fixed to nearly 5° for all the 
injectors. As for the secondary break-up, the GruMo model is employed with Cb1 = 1.5, 
Cb2 = 0.8, Cs1 = 0.5 and Cs2 = 17.5, for all the investigated injectors. For comparison, the 
widely diffused Reitz-Diwakar model [40, 41] is adopted as well. For the latter, model 
constants are not modified compared to the reference papers (i.e. Cb1 = 6, Cb2 = 3.14, Cs1 
= 0.5 and Cs2 = 20). 

 

 

Spray A C, D 

L1 [mm] 8 16 

H1 [mm] 20 35 

L2 [mm] 30 45 

H2 [mm] 40 50 

 

Fig. 2. Numerical grids adopted for the three injectors along with their parameter values. 

4 Results 

Lagrangian simulations for all the injectors are validated against experimental data in terms 
of liquid and vapour penetration curves and imaging. Liquid penetration is evaluated as the 
distance from the tip, along the injector axis, at which the 99% of the injected mass is 
found [51]. Similarly, vapour penetration is evaluated as the furthest distance at which a 
vapour concentration of 0.1% is found. A comparison between GruMo and Reitz-Diwakar 
break-up models is considered for all the injectors. 

4.1 Spray A 

A first comparison between experimental and numerical data is carried out in terms of 
liquid and vapour penetrations, as reported in Fig. 3. GruMo break-up model provides a 
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good representation of the liquid penetration curve in both ballistic and steady stages of the 
injection, while a slight underestimation of the vapour penetration is noticed. The main 
reason of such under-prediction is still under investigation. Instead, Reitz-Diwakar break-
up model produces liquid and jet penetrations lower than the experimental counterparts, 
due to the higher break-up rate. 

  
(a) (b) 

Fig. 3. Comparison between experimental and numerical data in terms of liquid penetration (a) and 
vapour penetration (b). 

 
The results are confirmed comparing numerical and experimental outcomes in terms of 
imaging. Liquid is reported in Fig. 4, while vapour in Fig. 5. 

  

  
(a) (b) 

Fig. 4. Comparison in terms of liquid phase snapshots using (a) the GruMo model, and (b) the Reitz-
Diwakar one. 
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(a) (b) 
Fig. 5. Comparison in terms of vapor phase snapshots using (a) the GruMo model and (b) the 

Reitz-Diwakar one. Experimental images are obtained via the Schlieren technique. 

4.2 Spray C and Spray D 

In the light of the promising results for the Spray A, the GruMo model is applied to both 
spray C and Spray D. Liquid and vapour penetration comparisons for both the injectors are 
reported in Fig. 6. Simulations with the GruMo model show a good agreement between the 
numerical and experimental liquid penetration curves. It is interesting to notice that the 
numerical liquid penetration of the Spray D is higher than the Spray C one, as indicated by 
the experiments. On the contrary, simulations with the Reitz-Diwakar model are 
characterized by an underestimation of the liquid penetration for both injectors and a 
negligible difference between the two numerical curves can be noticed. As for the vapour 
penetration, both GruMo and Reitz-Diwakar models provide an underestimation of the 
experimental curves of Spray C and Spray D. Numerical and experimental snapshots of the 
vapour jets are reported in Fig. 7, for both the sprays. As for the liquid, no experimental 
image is available. The comparison proposed in Fig. 7 visually confirms the results 
proposed in Fig. 6 in terms of vapour penetration curves. 

  

  
(a) (b) 

Fig. 6. Comparison between numerical outcomes and experimental results in terms of liquid (up) and 
vapour (down) penetrations, for Spray C (a) and Spray D (b). 
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Fig. 7. Effect of the secondary break-up model on the vapor jet, for Spray C (a) and Spray D (b). 
Experimental images are obtained via the Schlieren technique. 

Conclusions 
In the present paper, a numerical framework for the 3D-CFD simulation of Diesel sprays is 
proposed. Attention is mainly focused on the secondary break-up modeling. An alternative 
break-up model is proposed, which is a modified version of the well-consolidated Reitz-
Diwakar one. Compared to the latter, the proposed GruMo model is characterized by a 
zonalization of the break-up regimes, to speed up the calibration process. Three different 
injectors provided by the ECN are investigated: Spray A which is representative of 
injectors for light-duty applications; Spray C and Spray D which are representative of 
heavy-duty nozzles. Compared to the existing Reitz-Diwakar, the GruMo model provides 
numerical results in terms of liquid and vapour penetrations and imaging that are much 
more in agreement with the experimental counterpart, with a unique set of calibration 
constants, for all the analyzed injectors. The importance of such findings is twofold. On the 
hand, the proposed model proves to be effective. On the other hand, the adopted numerical 
framework calibrated on the Spray A (i.e. on a light-duty injector) can be proficiently 
adopted (at least on equal operating conditions) to simulate heavy-duty nozzles without any 
further tuning of the models (as demonstrated by the application on Spray C and Spray D). 
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