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Annotation. The paper describes the development of compression 
algorithms for hyperspectral aerospace images based on discrete 
orthogonal transformations for the purpose of subsequent 
compression in Earth remote sensing systems. As compression 
algorithms necessary to reduce the amount of transmitted 
information, it is proposed to use the developed compression 
methods based on Walsh-Hadamard transformations and discrete-
cosine transformation. 
The paper considers a methodology for developing lossy and high-
quality compression algorithms during recovery, taking into account 
which an adaptive algorithm for compressing hyperspectral AI and 
the generated quantization table has been developed. The 
conducted studies have shown that the proposed lossy algorithms 
have sufficient efficiency for use and can be applied when 
transmitting hyperspectral remote sensing data in conditions of 
limited buffer memory capacity and bandwidth of the communication 
channel. 

 

Introduction 
Hyperspectral AI remote sensing is necessary for monitoring natural resources and the 

consequences of emergencies, etc. Currently, the development of software systems for 
lossy data compression is an urgent task. In solving this problem, there are various areas of 
research in which research is actively being conducted in the field of developing 
compression algorithms [1-13]. 

Algorithms for processing hyperspectral AI with losses based on discrete 
transformations have been developed. The sequence of stages is as follows. 

1. The original transformation of the data structure based on the original hyperspectral 
AI, storing the values of the coefficients, based on the discrete-cosine transformation with 
the generated quantization table. 

2. Transformation of the data structure based on the original hyperspectral AI, 
coefficient values, based on Walsh-Hadamard three levels. 

3. Transformation of the obtained data structures based on steps 1-2 by means of the 
generated coefficient quantization table. 

4. Using standard criteria for the quality of restored images. 
5. Compression of the obtained structures of stage 4 by one of the standard entropy 

algorithms.  
6. Experimental study of conversion algorithms by compression ratio and quality of 

recovered data. 
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1 Walsh - Hadamard transformation of three levels 
 

Consider an example of the Walsh-Hadamard transformation (WHT) for a fragment of 
hyperspectral AI. 

Let the fragment AI represent a matrix consisting of m rows, n columns and k channels: I[m, 
n, k] = I[10, 10, 10]. 

The WHT transform is filters that divide the image into low-frequency and high-frequency 
components. To get the original image, you just need to combine these components again. The 
direct WHT transformation is represented in matrix form Hwt2, a fragment of AI is taken, 

т.е. ]['],,[ 22 CKHknmIH wtwt  , где where SC – spectral component of the matrix I[m, 

n, k]. 
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As a result, after such a transformation, we obtain the coefficients of the low-frequency 

and high-frequency components SC = 114, 9, 112, 9, 114, 9, 123, 0, 123, 9. During 
quantization, high-frequency coefficients (close to zero and negative values) are rounded to 
zero. It should be noted that the level matrices  Hwt4 и Hwt8  are calculated in the same way 
as and Hwt2.   

At the stage of restoring the original image channels, the SC is decoded. An example of 
the reverse transformation is presented as follows: 
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There ],,[]['22 knmICKHH wt
T
wt  , where T

wtH 2  - inverse wavelet transform 

WHT, ]['2 CKHwt  - spectral component.  

The advantage of the Walsh-Hadamard transformation is an increased ability to detect 
low-frequency components due to the separation of hyperspectral AI channel regions into 
sublevels and the generated quantization coefficient. 

 
2 Discrete-cosine transformation with generation of quantization tables 
 

The discrete cosine transform (DCT) is a transformation whose linear combination 
consists of known basis vectors weighted with n coefficients leading to the original vector. 

Let's consider step-by-step transformation of hyperspectral AI channels using DCT. 
1. Divide it into s blocks of pixels of size nxn (usually 8 x 8). 
2. Apply PREP to each block, represent each block as a linear combination of 64 basic 

blocks. 

3. All s vectors )(iW (i= 1,2….s) 
4. Generation of the quantization table. 
At the first stage, as a result of the DCT conversion, two filters were built – high-

frequency and low-frequency. For low-frequency and high-frequency filters, we will 
introduce some designations: DC is the operator for the low-frequency filter; AC is the 
operator for the high-frequency filter. After the DCT transformation, the fragment of 
hyperspectral AI has the following values (Fig. 1): 
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Fig.1. The coefficients obtained after the DCT conversion 
 
It can be seen from Fig.1 that the high values of the conversion coefficients are 

concentrated in the upper left corner and only a small number of low-frequency coefficients 
prevail over the rest. This allows you to reduce the values at the next stages of compression. 

The second stage is the process of generating quantization tables. Quantization is 
performed in this way: 

1. The arithmetic mean I av was calculated from all the values of the file. 
2. To select the numerical quantization index Quant, the number for quantization was 

calculated, Quant = quantValue  Iav /100. For example, the numerical quantization index: 
Iav * 95 % = 285 = Quant. At the same time, the DC coefficients remain intact. For each 
hyperspectral AI channel, its own quantization table is generated. 

For the above fragment of hyperspectral AI, the matrix after quantization is shown 
(Fig.2). The quantization process is key in the compression process, the advantage of 
representation in the frequency domain lies in the visual quality of the reconstructed 
images. As a result, after quantization, most of the coefficients are zero. 

 

 
 

Fig. 2. Quantization of the DCT coefficients 
 

As a result, most of the zeros will be placed at the end of the data compression stream. 
This stream with many consecutive zeros at the end of the block is optimized to achieve 
high compression in the entropy coding of the adaptive Huffman algorithm. 
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2  Experiments of the developed algorithms of lossy transformations 
 
To determine the effectiveness of the proposed adaptive transformation algorithms in 

terms of the degree of compression and quality of the recovered images, as well as the 
limits of its applicability, a number of experiments were conducted on hyperspectral AI 
(Aviris remote sensing system), (Fig.3). The experiments were performed on a PC with an 
IntelCore i5 processor 2.5 GHz and 4 GB RAM running Windows 8.1 operating system. 

Indicators of compression degrees in terms of the number of channels of orthogonal 
Walsh–Hadamard transformations, DCP and JPEG 2000 Lossy are shown in Fig. 3. It is 
shown that DCT prevails over the Walsh-Hadamard and JPEG Lossy transformations in the 
compression ratio with high quality of the restored images. As can be seen from Fig.3, the 
indicators of the degrees of compression of the DCT with losses are superior in the degree 
of compression of the Walsh-Hadamard transformation and the JPEGLossy compressor. 

 

  
Fig. 3. Dependencies of R on D 

 
Indicators of the quality metrics of the restored images were determined using PSNR 

and SKO. The degree of distortion compares the ratio between compression and distortion 
in lossy algorithms. The score is defined as the average of the number of bits needed to 
represent each pixel. Measured in bits per pixel (bpp - bits per pixel). Distortion is usually 
measured using PSNR. Figure 4.28 shows the dependence of PSNR on the compression 
ratio D. The following Figure 5 shows the dependence of PSNR on D for DCT and the 
Walsh-Hadamard transformation. 

 
Fig. 4. PSNR dependence on For Walsh-Hadamard and DCT 
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Conclusion 
 

Based on the above results of the compression experiment based on orthogonal and 
wavelet transformations of hyperspectral AI with losses, it can be concluded that the 
developed mathematical and compression software, to some extent occupies a leading 
position in the degree of compression and quality of the restored images, depending on the 
selected preparatory processing, significantly demonstrates and surpasses analogues on all 
test sets. Based on the conducted research , the following conclusions should be drawn: 

- the development of algorithms based on discrete transformations makes it possible to 
increase the compression ratio to (R=12); 

- the proposed lossy approach is defined in adaptive transformations based on the 
Walsh-Hadamard transformation, discrete-cosine transformation and the generated 
quantization table and subsequent adaptive coding. 
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