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Abstract—Depression is always the core field of psychological research, and the analysis of misdiagnosis 
data of depression is also the vital content of depression research. Based on the analysis of misdiagnosis data 
processing, this paper adopts a order relation analysis method, to correct the problem of inconsistent entropy 
and entropy transfer relation (when all entropy value tend to be 1). This paper obtains multi-index 
comprehensive quantitative values, from various angles analysis of misdiagnosis data depression, so as to 
avoid subjective and one-sided evaluation results. It not only improves the rapidity and practicability of the 
algorithm, but also makes the analysis of misdiagnosis data more objective and accurate, which can be applied 
to medical field. 

1 Introduction 
Depression disorder has always been one of the front- 
burner issue in the field of psychological research, the 
analysis of misdiagnosis data of depression is also the core 
content of depression research. Due to the extensive 
attention of misdiagnosis, how to scientifically and 
reasonably evaluate the misdiagnosis data of depression is 
of great significance for the validation, promotion and 
development of the psychological research. There are 
many comprehensive evaluation and analysis methods 
which are mostly studying on depression on risk factors 
and prediction models based on statistical, including 
entropy weight method, artificial neural network method, 
analytic hierarchy process, logistic regression model 
design, fuzzy mathematics method and its combination 
method (cross-sectional and longitudinal studies). 
However, these multi-objective fuzzy comprehensive 
analysis methods have the limitation of artificial 
assignment of weight of traits, making evaluation results 
less scientific.  

To this end, the modify entropy weight method was 
introduced to the comprehensive evaluation to overcome 
the limitation of artificial weighting of each target trait, 
thereby achieving a more scientific and effective 
comprehensive evaluation of misdiagnosis data.  

2 principal and method of 
comprehensive evaluation of 
clinical symptoms study by modify 
entropy wight method. 

2.1 data processing of clinical symptoms by 
modified entropy weight method and 
sequence relation analysis method: 

Standardization of membership matrix of evaluation 
indexes: 

The membership evaluation matrix is constructed by 
constructing the index values of n evaluated objects 
corresponding to m evaluation indexes R: 

R=�
r�� ⋯ r��⋮ ⋱ ⋮
r�� ⋯ r��

� 
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Note: the average value of all entropy values not equal 
to 1 in H 

2.1.2  Calculate the combined weight 

By calculating vector resemblance-degree of index vector 
and the system integrative vector then standardize it the 
index weight is obtained. The original data were 
preprocessed by the extremum processing method to 
eliminate the dimensional differences among different 
indicators v, the objective weight of the second index is 
obtained by the modified entropy weight method w，the 
combined weight is calculated a, the calculation formula is 
as follows [2]: 

a� � ����
�� ∑ ��������������� ∑ ������� ∑ ����������

   (3) 

2.2 clinical symptom case analysis by modified 
entropy weight method and order relation 
analysis method 

Cases in misdiagnosed cases analysis of data, different 
analysis show different clinical symptoms. On this basis, 
we divided the different clinical symptoms into cognitive 
psychological symptoms and physiological neurological 
symptoms, and then subdivided them into ten secondary 
indexes, respectively, anxiety, emotional fluctuation, 
neural inhibition, retardation of thinking, slow movements, 
loss of interest, the circulatory system, the digestive 
system, the respiratory system, the nervous 
system.[4]According to the data of symptoms, the modified 
entropy weight method was substituted into the formula to 
calculate the relevant weights, so as to observe which 
symptoms accounted for the greater weight in clinical 
manifestations, so as to facilitate the next analysis. 
(specific weights are shown in table 1) 

TABLE 1: WEIGHT OF CLINICAL SYMPTOMS IN MISDIAGNOSIS DATA 

 

Multiple regression analysis is an important method of 
data processing, the multicollinearity is a quite important 
link in analysis. By explaining variables linear correlation 
between phenomena, variable selection explained 
variables had no significant influence, and it guaranteed 
the significance of regression equation fitting and 
simplicity to deal with problems. 

At the same time, we calculated and analyzed the 
improvement rate of depression in the data, which was 
recorded as 1 for recovery, 0.7 for significant improvement, 

0.3 for improvement, and 0 for invalid treatment. The 
improvement rate and weighted improvement rate were 
calculated respectively for data comparison and further 
research (as shown in table 2). 
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TABLE 2. THE IMPROVEMENT RATE AND WEIGHTED IMPROVEMENT RATE 

 

3 Discussion 
Early depression diagnosis mainly depends on the doctor 
to the patient interviews, only to confirm a few depression 
risk factors, in order to a common medium for large 
depression risk factor determination. Beck, a professor at 
the university of Pennsylvania in 1961 with its 25 years 
clinical experience depression, the patient of the common 
problems of paying the statistical and pioneering 
depression self-rating scale (beck 'inventory, BDI).[5] Since 
depression diagnosis to comprehensive various statistical 
composition, with scale standards constantly improve, and 
adopted by constantly updating optimization and risk 
factor, doctor's inquiry with scale survey, as the necessary 
option of depression diagnosis, has been used up to now. 
Nevertheless, there are many problems with this diagnostic 
method.[6] Firstly, the design criterion of the scale is that 
depressive disorder is not diagnosed until the score reaches 
the diagnostic threshold, which often leads to 
overdiagnosis or underdiagnosis. Secondly, the subjective 
concealment and other interference factors of the subjects 
cannot be avoided in the process of inquiry. Meanwhile, 
the extreme lack of mental health professionals, the 
difference of doctors' experience, the neglect of patients 
and privacy concerns also make the overall recognition 
rate of depression low.[7] 

In the last two years, some research teams have begun 
to model and reason about depression risk data based on 
statistical risk factors. Okamoto constructed a depression 
prediction model based on step linear discriminant 
analysis, which could reach the prediction accuracy of 
78.2%. Benjamin predicted the likelihood of depression in 
adolescents based on regression tree and ascension 
classifier model. Based on the stepwise logistic regression 
model, King designed the risk prediction algorithm predict 
A, which can be used to accurately predict the incidence 
risk of anxiety disorders. Victor constructed a fuzzy 
reasoning system based on questionnaire score to predict 
individual depression risk. 

Nevertheless, the above models are basically based on 
social statistics, lack of hobbies, chronic disease status, 
self-efficacy and other risk factors obtained from the self-
filling scale. Although the disadvantages of the scale 
threshold judgment are solved, the subjective influence of 
the subjects cannot be eliminated. 

Depression is a complex psychological disorders, and 
its inducing factors and symptoms are diverse, and 
dynamic change over time. So the stability prediction 
model and generalization ability, still need to consider the 
correlation between different time points, understand the 
evolution of the risk of depression over time development 
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characteristics, to achieve more accurate evaluation and 
forecast. 

4 Conclusion 
An improved formula based on the theory of information 
entropy is proposed. The objective weights in this formula 
can be derived from the data included in alternatives. The 
coefficients of weight in this model are derived from the 
avail value of data reflecting the information entropy, by 
this method the problem of weight allocation can be 
avoided. 

In the study, the method of order relation analysis is 
adopted, which does not construct judgment matrix, but 
requires strong consistency condition among evaluation 
indexes. In the entropy weight method, the greater the 
difference of an index between the evaluation objects, the 
more information it contains, the lower the entropy. But, 
in the traditional entropy weight method, when all the 
entropy values are close to 1, even if the difference 
between the indexes is small, it will cause the change of 
entropy weight times, which will result in some indexes 
being given weights that are not in accordance with the 
actual situation, and affect the final judgment result.[1] 
Therefore, the improved entropy weight method 
overcomes the shortcomings of the traditional algorithm to 
maintain the ability of the gap, while combining the 
sequential relationship analysis method for the weight 
calculation of clinical symptoms. Through multiple 
regression analysis of misdiagnosis data and actual data, 
the practicability and rapidity of the algorithm can be 
improved from different perspectives of the data. 

In this paper, a method of misdiagnosis data processing 
based on modified entropy weight method and multiple 
regression analysis is proposed. It makes the data analysis 
more practical and improves the performance of the 
shortcut of the whole method. 

However, this paper does not carry out in-depth 
analysis on the correlation between symptoms. In the next 
research, we will optimize the algorithm design and use BP 
neural network to construct the relationship diagram, so as 
to provide help for doctors to diagnose patients with 
depression. 
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